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Real-Time Multipedestrian Tracking in Traffic
Scenes via an RGB-D-Based Layered Graph Model
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Abstract—Multipedestrian tracking in traffic scenes is challeng-
ing due to cluttered backgrounds and serious occlusions. In this
paper, we propose a layered graph model in image (RGB) and
depth (D) domains for real-time robust multipedestrian tracking.
The motivation is to investigate high-level constraints in RGB-D
data association and to improve the optimization from the trajec-
tory level to the layer level. To construct a layered graph, we define
constraints in the depth domain so that pedestrian objects in the
image domain are assigned to proper layers. We use pedestrian
detection responses in the RGB domain as graph nodes, and we
integrate 3-D motion, appearance, and depth features as graph
edges. An online updating depth factor is defined to describe the
depth relationships among the observations in and out of the
layers, and the occlusion issue is processed with an analytical
layer-level strategy. With a heuristic label switching algorithm,
multiple pedestrian objects are optimally associated and tracked.
Experiments and comparison on five public data sets show that our
proposed approach significantly reduces pedestrian’s ID switch
and improves tracking accuracy in the cases of serious occlusions.

Index Terms—Multi-pedestrian tracking, layered graph model,
RGB-D data, occlusion.

I. INTRODUCTION

R EAL-TIME and accurate pedestrian localization is cru-
cial to Advanced Driving Assistance Systems (ADASs)

[1]–[3]. Pedestrian tracking establishes the association of the
pedestrians over time, which might be used to obtain pedes-
trian dynamic information, thus improving the accuracy and
efficiency of pedestrian localization.

Pedestrian tracking in suburban districts has made great
strides, given scenes where backgrounds are simple and occlu-
sions seldom occur [4]–[6]. In complex scenes such as crowded
urban districts, the problem of multi-pedestrian tracking re-
mains far from being solved for frequent occlusions among
objects with high dynamic backgrounds. The problem is often
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aggravated when using a heads-up-view RGB camera without
any depth information.

In addition to conventional RGB cameras, depth sensors are
increasingly utilized in robotics and ITS. RGB data is obtained
with CCD cameras, while D data is typically obtained with
stereo cameras [5]–[11] or with a laser range sensor [12]–[19].
In [5], the visual odometry from stereo vision was leveraged to
localize a pedestrian’s Region-Of-Interests (ROIs), on which a
filtering procedure based on empirically defined velocity, size,
and color constraints was explored for performing in pedestrian
tracking. In [9], scene geometry with stereo depth information
was initially built with a calibrated camera on a moving plat-
form, and then a tracking-by-detection framework was utilized
to perform pedestrian localization. In [20], a Bayesian fusion
system adopted a two-stage strategy, in which, a laser-based
detector and feet trajectory tracker were combined in a tracking-
by-detection framework. In [21], the laser-based tracker and
online trained vision-based classifier were employed when the
targets were in close proximity. In the above approaches, RGB
and D data are often serially integrated, i.e., D data is lever-
aged to extract ROIs, reducing false detection and/or tracking
and improving tracking efficiency. Without using an optimal
data integration strategy, however, the implementation between
RGB and D data would not be fully explored.

In this paper, we propose a real-time multi-pedestrian track-
ing approach by integrating vision and depth (RGB-D) data.
Based on RGB-D data, we propose a novel data association
model, the layered graph model, and develop an occlusion
handling strategy. With optimal graph modeling, we improve
the conventional discrete-continuous relation from trajectory-
level to layer-level, which enables tracklets (short trajectories)
to be accurately associated in a much smaller search space.
The layered graph model, occlusion handling strategy and well-
designed low level tracking features jointly yield a robust multi-
pedestrian tracking system in complex traffic scenes.

The proposed approach is specified for the ADAS in traf-
fic scenes, which are quite different from those specified for
surveillance scenarios. In traffic scenes, the continuity of a
trajectory is often broken by serious occlusion among objects,
and the velocity, orientation features of objects are not as
reliable as those in surveillance video. We take advantage of
the depth data to establish the pedestrian relation in and out of
layers to address the occlusion problem. The proposed layered
graph model integrates the vision and depth features to track
multi-pedestrian in a unified framework, improving reliability
in dynamic backgrounds. In addition, this approach emphasizes
an online real-time performance while most trajectory-level
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association methods [22]–[25] use an off-line strategy to con-
nect the pedestrian observations in all frames. The contributions
described in this paper are as follows: 1) A layered graph
model using RGB-D data for multi-pedestrian tracking in traffic
scenes, 2) An improved layer-level data association approach,
and 3) An effective occlusion handling strategy specified for
RGB-D based tracking.

The remainder of this paper is organized as follows: the
related work is described in Section II. The proposed layered
graph formulation is presented in Section III. The occlusion
handling is introduced in Section IV. Section V describes the
LGM optimization method. Experimental results and conclu-
sions are presented in Sections VI and VII.

II. RELATED WORK

This work is related to visual tracking, i.e., graph-based data
association. It is also related to trajectory-level analysis and
occlusion handling.

Graph-Based Data Association: Data association may be
formulated as a graph model, in which object observations in
frames are graph nodes and connections among the observa-
tions in adjacent video frames are graph edges. The outputs
are represented by several subgraphs of the inputs in which
observations of the same objects are connected. When solving
the data association problem, bi-partite graph matching and
K-partite graph matching [26]–[28] which consider global
optimal matching in fixed-size temporal windows, i.e., the
network flow, are typically used. Zhang et al. [29] mapped
the Maximum-A-Posteriori (MAP) data association problem
into a cost-flow network with a non-overlap constraint on
trajectories for multi-object tracking. Berclaz et al. [30] used
the K-shortest path algorithm to reach global optimal matching.
Pirsiavash et al. [31] proposed a globally-optimal greedy algo-
rithm to search for the successive shortest paths by defining a
residual graph in the network. Brendel et al. [32] presented the
tracking progress as finding the maximum weight-independent
set of the graph in every two consecutive frames. The above
approaches are usually effective in cases of partial occlusions,
i.e., surveillance video with a specific top-view angle. In cases
of serious occlusions in traffic scenes, however, they fail to
perform long-term tracking. That is because the heads-up view
is the most common in traffic scenes, where full occlusion
issues in dynamic backgrounds are frequent.

Trajectory-Level Analysis: A large number of tracking ap-
proaches are related to trajectory-level analysis. Yang et al.
[23], [33] used a trajectory-based Conditional Random Field
(CRF) energy function to learn the affinity and dependency
among the object observations online. Andriyenko et al. [24]
used a continuous energy minimization method with gradient
descent and greedy discontinuous jumps to explore scattered
areas of the solution space. Milan et al. [34] proposed a discrete-
continuous CRF model, which used detection- and trajectory-
level constraints to distinguish objects. Wen et al. [35] adopted
a tracklets-dense neighborhoods searching strategy in relation
graph to guarantee the trajectory smoothness affinity. When
applying these approaches in dynamic traffic scenes, however,
the results may be unsatisfactory. Dynamic backgrounds break

the continuity of trajectories, making the objective function
converge to a local minimum, which results in tracking failure.

Occlusion Handling: Occlusion handling in multi-pedestrian
tracking approaches is primarily divided into two classes, ac-
cording to whether the occlusion relationship or the depth
ordering of objects is inferred. The first class is designated as
the “implicit” model [36]–[38]. For example, Enzweiler et al.
[36] utilized local head, torso, and leg detectors combined in
a mixture-of-experts framework and leveraging stereo and flow
cues. Kwak et al. [37] inferred occluded regions with a patch
classifier and improve tracking performance. These methods
are sometimes available because partial features of occluded
objects are extracted in partial occlusion issues, which may
fail in cases of serious occlusion. Few of these approaches
model the interaction among different targets. The second class
is an “explicit” model, in which the occlusion relation among
objects or depth ordering of objects is explicitly considered,
e.g., [22], [39]. Such models competently handle occlusions,
but the pedestrian trajectories must then be obtained when
all the frames from a video sequence have been analyzed,
which fails to meet the real-time requirement of the ADAS
application.

Most relevant works are from [40] and [22], where
Ablavsky et al. [40] and Zamir et al. [22] defined graph
models to formulate the multi-pedestrian tracking process. The
former defined pedestrian position and background as different
graphical model layers in a static parking surveillance video.
However, this background modeling method is not available
for dynamic backgrounds in real driving scenarios. The latter
defined a full-connected graph to connect all of the object detec-
tion within a temporal window. With the generalized minimum
clique optimal algorithm in a fully-connected graph, tracklets
are calculated globally. Nevertheless, this off-line strategy is not
real-time.

III. MODELING MULTI-PEDESTRIAN TRACKING

Given a video sequence with depth data, we first calculate
pedestrian observation regions in RGB and D domains with
an off-the-shell detection model [41]. From the observation
regions, the combined features are extracted to describe pedes-
trians in terms of their 3-D position, appearance, and motion
characteristics. We re-formulate the multi-pedestrian tracking
problem as a novel layered graph model (LGM). As shown
in Fig. 1, we introduce the layering and occlusion handling
strategies based on RGB-D data to deal with the serious oc-
clusion issues. In the LGM, the node, edge, and layer elements
respectively represent the observation, feature similarity, and
depth partition. We minimize the cost function using a heuristic
searching algorithm in the LGM to approximate optimality, and
achieve multiple pedestrians tracking.

A. Layered Graph Model

Multi-pedestrian tracking is formulated as a data association
problem, which finds accurate tracklets in a layered graph G =
(N,L,E), where N , L, and E respectively denote the set of
nodes, layers, and edges.
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Fig. 1. Framework of our approach.

Fig. 2. (a) Pedestrian observations in the RGB domain and (b) observations in the D domain. The red and blue lines denote the scanning range from the D and
RGB sensors, respectively, (c) observations are projected to 3-D space which combines the RGB and D data.

Node: N consists of K disjoint parts. Each part represents
one frame. The nodes in the LGM represent the object observa-
tions. nk

i denotes the ith node in the kth frame, where i ∈ Z+ :
1 ≤ k ≤ K . A node (observation), nk

i , is associated with the
3-D spatial feature Xk

i = t(uk
i , v

k
i , z

k
i ), the appearance feature

ϕk
i , and the motion feature θki . Xk

i denotes a three-dimensional
spatial coordinate of the center of an observation, therein
(uk

i , v
k
i ) denotes the observation’s center in the RGB domain

as Fig. 2(a), and zki denotes the depth value as Fig. 2(b). ϕk
i

represents which is a unified vector combining the Histogram of
Oriented Gradient (HOG) and color features (HOGC) [42]. θki
denotes the motion feature including velocity and orientation.

Layer: L indicates that the nodes in the same frame are
divided into l layers, and lki denotes the layer’s ID which the
ith node in the kth frame belongs to, where 1 ≤ lki ≤ l. A red
dashed rectangle in Fig. 3 denotes a layer, which contains at
least one node. The nodes in l layers are represented as N (1),
N (2), · · · , N (m).

Edge: Edge E in the layered graph is defined as E =
{(nk−1

i , nk
j )| |lk−1

i − lkj | ≤ 1}, denoting that the nodes in ad-
jacent frames and neighboring layers are connected, as shown
in Fig. 3. Note that not all of the nodes in adjacent frames are
connected by edges. The weight of an edge between two nodes,
ω(nk−1

i , nk
j ), means the affinity between two nodes, which

contains the information from above Xk
i , ϕk

i , and θki features.

Fig. 3. The layered graph model. A fully-connected graph is in the bottom part,
where all the nodes in the adjacent frames are connected, and Cj,i is the edge
cost. In the middle part, the nodes are divided into different layer marked with
red dashed rectangles. The edges connecting the nodes exist inside of the layer.
The red nodes in the overlap regions belong to adjacent layers. In the upper part,
the edges connecting the nodes of overlap regions exist in the adjacent frames.

The output of the LGM is to find the trajectory of a particular
pedestrian and identify them in each frame. Thus a feasible
solution to this problem is represented by a subgraph from
the entire graph G. Each subgraph therein denotes a feasible
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solution, Gs = (Ns, Ls, Es), which contains one trajectory of
a pedestrian (node) in a video sequence. A subgraph contains a
set of nodes Ns = {n1

a, n
2
b , n

3
c , · · · }, denoting that the ath node

from the 1st frame, the bth node from the 2nd frame, and the
subsequent nodes are selected to be in Ns. Ls = {l1a, l2b , l3c , · · · }
records each node’s layer label. By this definition, Es =
{E(na, nb)|na, nb ∈ Ns}. Each subgraph Gs represents the
tracklet of a single pedestrian. The entire graph G contains a
set of tracklets, corresponding to the set of subgraphs.

B. Maximum a Posteriori

Following the maximum-a-posteriori (MAP) formulation
[29]–[31], [43], a single trajectory hypothesis is written as a set
of object observations, sk = (n0

a, n
1
b , . . . , n

k
i ), where nk

i ∈ N .
An association hypothesis S = {sk} is composed of single tra-
jectory hypotheses. The objective function of data association
is to maximize the posteriori probability of S, given a set of
object observations set N ,

S∗ = argmax
S

P (S|N) ∝ argmax
S

P (N |S)P (S). (1)

Assuming that the motions of all pedestrians are indepen-
dent of one another, the likelihood probabilities are condi-
tionally independent given the hypothesis. Equation (1) is
decomposed as

S∗ ∝ argmax
S

∏
i

P (ni|S)
∏
sk∈S

P (sk). (2)

Supposing that S = −logS∗, Eq. (2) is equivalent to

S = argmin
S

∑
i

− logP (ni|S) +
∑
sk∈s

− logP (sk) (3)

where P (ni|S) is the likelihood of the layer partition, which
describes the depth variation of the observations in the same
layer. This likelihood term is formulated as

P (ni|S) =
{
βi, if sk ∈ S, ni ∈ sk

1− βi, otherwise
(4)

where βi is a depth factor, which describes the depth relation
of an observation with the others in the neighboring layer. Note
that this factor is updated in each frame, which makes occlusion
handling simple but efficient when coping with the serious
occlusion issues. This will be detailed in Section IV-A.

In Eq. (3), P (sk) is modeled as the link probability between
two observations in successive frames. It’s defined as the edge
weight, P (sk) = ω(nk−1

i , nk
j ), k = 1, 2, . . . ,K , which mea-

sures the affinity of appearance, orientation, and 3-D motion.

ω
(
nk−1
i , nk

j

)
=P

(
nk−1
i |nk

j

)

=

⎧⎪⎨
⎪⎩
Aapp

(
ϕk−1
i , ϕk

j

)
Aori

(
θk−1
i , θkj

)
×Amot

(
Xk−1

i , Xk
j

)
, if

∣∣lk−1
i −lkj

∣∣≤1

0, otherwise.

(5)

Fig. 4. (a) Orientation feature and (b) motion feature.

The appearance affinity among two observations is defined
as a Gaussian distribution

Aapp

(
ϕk−1
i |ϕk

j

)
= G

(
sim

(
ϕk−1
i , ϕk

j

)
; 0, δc

)
(6)

where ϕk−1
i and ϕk

i are HOGC features [42], sim(ϕk−1
i , ϕk

j )

calculates the feature correlation between ϕk−1
i and ϕk

j . We di-
vide the pedestrian’s moving orientation into 9 bins as Fig. 4(a).
Therein, 8 bins express different orientations with the resolution
of 45◦. 0 indicates that a pedestrian remains still in two consec-
utive frames. We define the orientation affinity as

Aori

(
θk−1
i |θkj

)
=

∣∣θk−1
i − θkj

∣∣ (7)

where |θk−1
i − θkj | is the distance between two orientation bins

θk−1
i and θkj . The motion affinity is defined as

Amot

(
Xk−1

i |Xk
j

)
=G

(
Xk−1

j +v̄;Xk
i

)
G
(
Xk

i −v̄;Xk−1
j

)
(8)

where v̄ is the average velocity of the last K frames of the
pedestrian, whose moving orientation goes along the bin with
the highest probability in Fig. 4. The difference between the
predicted position and the observed position is assumed to obey
Gaussian distribution.

Because that each observation belongs to one trajectory, two
0-1 indicator variables ej,i and ei are defined to couple the non-
overlap constraints, as

ej,i =

{
1, if nk

j is right after nk−1
i

0, otherwise
(9)

ei =

{
1, if nk

i ∈ sk

0, otherwise
(10)

where ej,i means that if node ni at the kth frame is associated
with node ni at the (k − 1)th frame, there is an edge connecting
them (ej,i = 1). Otherwise, there is no edge between them. In
the same way, the indicator ei expresses whether the node ni

belongs to the particular trajectory hypothesis sk. S is non-
overlap if and only if ei =

∑
j ej,i ≤ 1. Based on the indicator

variables, an objective cost function is obtained by adding these
variables into Eq. (3), as

S = argmin
s

∑
i,j

cj,iej,i +
∑
i

ciei. (11)
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The directed edges are assigned with the cost values{
cj,i = −logP (sk)

ci = −logP (ni|S) = log 1−βi

βi

(12)

where cj,i corresponds to ej,i, and denotes the cost of similarity
between pedestrian observationsnk

j and nk−1
i . ci corresponding

with ei, is the cost reflecting 3-D spatial relation in a layer in
the proposed LGM.

C. Layer-Level Constraint

To avoid any “unsafe” association and to reduce the
computational complexity, we introduce a layering strategy,
which incorporates the depth data as cue. For dynamic back-
grounds, the conventional trajectory-level constraints [23],
[24], [33], [34] is not as reliable as that in static backgrounds.
Therefore, full advantage of D data zki is taken, with the 3-D
spatial feature Xi formulated as the layer constraint. We define
a root-mean-square deviation, ε(m)

i , which denotes the offset
from an observation’s 3-D position to the layer’s average 3-D
position, as

ε
(m)
i =

(
1∣∣N (m)

∣∣ ∑
i

∥∥∥X(m)
i − X̄(m)

∥∥∥2
)1/2

(13)

where, m = 1, 2, . . . ,M is the layer’s index, X̄(m) is the
average 3-D position of the mth layer in world coordinates,
and |N (m)| denotes the number of nodes in the mth layer. By
this definition, the observations in a dense region with high
probability of occlusion are divided into the same layer. When
starting the tracklets association, the observations in the same
layer are the first searched. The layer regions are allowed to be
overlapped, thus several observations may be owned by more
than one layer. Hence, the observations in the overlap region
are associated in neighboring layers. Therefore, the nodes
could be divided into m layers as N (1), N (2), . . . , N (m). The
relationship among different layers is concluded as N (1) ∪
N (2) ∪ · · ·N (m) = N , and N (1) ∩N (2) ∩ · · ·N (m) � ∅.
The objective function Eq. (11) is written as

S=argmin

M∑
m=1

∑
i,j

c
(m)
j,i e

(m)
j,i +

M∑
m,l

∑
i,j

c
(m,l)
j,i e

(m,l)
j,i +

∑
i

ciei.

(14)

Edges in the entire graph split into two: inter- and intra-layer
edges, which respectively correspond to the first and the
second terms in Eq. (14). The inter-layer edge connection e

(m)
j,i

indicates edges just exist in the mth layer, and the intra-layer
edge connection e(m,l)

j,i indicates that edges exist between nodes
in the mth and the lth layers, where |m− l| ≤ 1. Notice that
the number of edges in Eq. (14) decreases greatly compared
with that in Eq. (11). That is because that the number of edges
in each layer is much small than that of the entire graph,∑

m

∑
i,j e

(m)
j,i 


∑
i,j ej,i and

∑
m,l

∑
i,j e

(m,l)
j,i 


∑
i,j ej,i.

In this inference, we can find that the layer-level constraint
compresses the search space in LGM.

To resolve the objective function in Eq. (14) is equivalent
to finding a min-cost path in the LGM. In the formulation, the
objective function is mapped into a complete layered K-partite

Fig. 5. (a) Observations in the RGB domain and (b) observations in the D
domain.

graph in Section III-A. The observations are represented by
the nodes in the layered graph over successive frames, and the
indicator variables ei and ej,i denote the connective relation
of the nodes, which determines whether the edge between two
nodes exists. The search space is divided into M layers, and the
nodes in each layer have a closer position relationship.

A specific case is shown in Fig. 5. Four pedestrians walking
in front of a car have been partitioned into three layers accord-
ing to Eq. (13), and the left two pedestrians in the red dashed
rectangle are grouped into one layer, because they are close
to each other, particularly in the depth domain. The occlusion
issue frequently occurs in the layer containing multiple pedes-
trians. By contrast, the pedestrians in the blue dashed rectangle
are divided into two separate layers according to Eq. (13). The
edge between the nodes in the layer was not established without
an overlap region when mapping to the LGM. In addition, there
is no edge between the nodes in the red and blue layers in the
case of Fig. 5, which greatly decreases the graph complexity in
the searching progress.

IV. OCCLUSION HANDLING

The occlusion handlings in much previous work [22], [39],
i.e., the overlap field rate calculation method [39] and the
adding hypothetical node method [22], focus on strategies in
the image domain. However, they are challenged with serious
occlusion in traffic scenes. Fig. 4 illustrates a serious occlusion
case. The pedestrian in the red rectangle has been occluded par-
tially, and is more seriously occluded in the following frames.
For the occluded pedestrian in this case, when the appearance
feature has little significance and the motion estimation pro-
vides an inaccurate velocity value, the conventional RGB-based
tracker not only loses the object, but also has ID switch error.
The essential reason is that the model lacks accurate spatial
information from the depth domain.

A. Depth Factor

To deal with this issue, we use an updating depth factor βi to
reflect the depth variation of each node in the LGM, as

βi =
1

1 + exp

(
1
M

M∑
j=1

zk−1
j − ẑki

) (15)

where, ẑki = zki − z̄k, denotes the relative depth value between
an observation’s depth zki and its layer’s average depth z̄k. zk−1

j

denotes the depth value of the node in the neighboring layers in
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Fig. 6. (a) Observations in the RGB domain, (b) observations in the depth
domain, and (c) occlusion handling using the depth information.

the (k − 1)th frame. Again the occlusion case in Fig. 4 serves
as an example. The green dashed line (in Fig. 6(c)) is the layer’s
average depth value z̄k. According to Eq. (15), the depth factor
βi, i = 1, 2, 3 is obtained. The observation with a small depth
value (marked with blue points in Fig. 6(c)) satisfies: 0 < βi <
0.5; and the observation with a large depth value (marked with
red points Fig. 6(c)) satisfies: 0.5 < βi < 1. When substituting
the βi in Eq. (12), a small depth value exists with a low cost.
Consequently, a node with a small depth value is associated be-
fore that with a large depth value. Based on Eqs. (12) and (15),
the LGM updates the depth variation in each frame, and assigns
the edges with the discriminative costs in the layered graph.

The case in which one layer has a single observation is shown
in blue dashed rectangles in Fig. 5. In such a case, the layer’s
average depth, z̄k = 0, thus the depth factor, βi ≈ 0.5. Invoking
Eq. (12), the cost ci ≈ 0, suggesting that if a layer has a single
observation, its depth cost has little influence on the edge cost,
whose cost primarily depends on the affinity measurement.

B. Virtual Nodes

In some cases, a given layer may lack enough observations
due to full occlusion or missed detection. In order to address
this issue, we add a virtual node to that layer. If one frame
does not include any appropriate detection, the virtual node is
selected.

The spatial coordinates of the virtual nodes are computed us-
ing the estimation motion model X̂k

j (l) = v̄Δt+Xk−1
i , where

the v̄ means the average velocity in the last K frames, X̂k(l)
means the spatial location of the virtual nodes in layer l. The
moving orientation of the virtual node is along the orientation
bin in the last frame as in Fig. 4(a). Because the virtual nodes
typically have larger depth values than normal nodes in a layer,
we design a constant penalty in the weights of edges connected
to the virtual nodes in G. This avoids selecting the virtual nodes
if frames contain an appropriated observation.

The virtual nodes are updated at the end of each iteration,
when solving the optimization problem of Eq. (14). In the first
few iterations, virtual nodes are not likely to be selected as the
algorithm continues selecting the existing detections. However,
as the optimization process progresses, the clusters which in-
clude correct detections are exhausted and the virtual nodes will
contribute until the algorithm converges to the final solutionGs.

V. MODEL OPTIMIZATION

To solve the proposed LGM, we adopt a heuristic strategy to
approximate the optimal solution of Eq. (14), and thereby find

TABLE I
EVALUATION METRICS

the near-best edge combination Es = {ej, ej,i|nj , nj,i ∈ Ns}.
The cost function Eq. (14) with polynomial structure provides
an acceptable initial solution after layer partition, when the
edges are searched along the depth-cost augmented way, ci,
in the graph. This ensures that any distant pedestrian at an
occluded position would not be falsely associated with the
occluder, consequently reducing the ID-switching error.

It is known that a good initial solution can yield convergence
to a better optimum. Our heuristic searching strategy further im-
proves the solution to a near optimum solution with the iteration
constrained by the layer partition. We limit the trajectory search
space in neighboring layers, which corresponds to the edges
satisfying the Eq. (13). Such a layer-level constraint excludes
the invalid edges connecting two layers with a large depth-span,
ensuring the edge searching in a much smaller space. The issue
that one layer has a single observation further decreases the
complexity. Then we use a switching labels algorithm to match
the tracklets in the layered graph. For the selected node in each
iteration, it is attempted to switch labels with the node in the
neighboring layers. If the new overall cost is lower, the change
is retained. Given an initial solution, the cost minimization
algorithm is shown in Algorithm 1.

Algorithm 1 Switching labels for multi-pedestrian tracking

Input: Layered graph G; cost {ci}, {cj,i};
Output: Edge combination Es of G;
Initialization: Finding the edge combination Es with the

lowest cost by a greedy algorithm and calculating its
overall cost cover by Eq. (12);

1: for i < N do
2: Set minimum cost cmin = +∞;
3: for j = i, · · · , k do
4: -Switch label of nk−1

i and nk
j under constrains

Eqs. (9) and (10), then evaluate new cost ctemp;
5: -If ctemp < cmin, cover = ctemp;
6: end for
7: cover < cmin, cmin = cover, update Es with this switch;
8: end for



2820 IEEE TRANSACTIONS ON INTELLIGENT TRANSPORTATION SYSTEMS, VOL. 16, NO. 5, OCTOBER 2015

TABLE II
COMPARISONS OF FIVE DATA SETS

Time Complexity Analysis: In each iteration, it is necessary
to find the min-cost path. We would like to adopt Dijstra’s
algorithm to compute the shortest path in O(N logN), making
the overall algorithm O(MN logN), where M is the number
of pedestrians, and N is the number of the nodes in the LGM.
However, there are negative edges in our LGM (the layer match-
ing cost ci is likely to appear as a negative value). The heuristic
search algorithm has a complexity of O(MN2). Therefore, the
overall complexity is also polynomial. The nodes in the LGM
are divided into different layers, the number of edges sharply
decreased with increasing layer number. In experiments, the run
time is nearly linear with regard to the number of pedestrians.

VI. EXPERIMENTS

Data Sets and Metrics: To demonstrate the effectiveness of
the proposed approach, we performed experiments on five pub-
lic data sets recorded in traffic scenes: the ISR-UC-sync data
set [44], the SDL-1 and SDL-2 data sets [45], the SDL-Campus
data set [45] and the LIPD data set [46]. All of the data sets are
combined by the video and depth sequences from the camera
and depth sensors, respectively. The dynamic backgrounds and
heads-up vision have brought much challenge. The common
occlusion cases in traffic scenes belong to full occlusion.

To evaluate the tracking performance, we adopt evaluation
metrics [23], [25], [33], [47] defined in Table I, which are
commonly used metrics when evaluating tracking methods. The
items in the table measure not only the pedestrian’s ID number,
but also the long-term performance of a tracker.

Baseline Methods: In order to verify the accuracy and ef-
ficiency of our proposed approach, we systematically com-
pare it with three kinds of state-of-the-art methods. The first
kind of baseline represented vision-based methods, including

Fig. 7. The platform combining the camera and depth sensors. The two images
on the right show the pedestrian observation in the image and depth domain
respectively.

the network flow approaches [29], [30], Andriyenko et al.’s
continuous energy optimization approach [24], the online
learned CRF model [33], the approach based on detection- and
trajectory-level exclusion [34]. The second kind is the depth-
based method, i.e., the Nearest Neighbor (NN) method, which
incorporates the motion and position features to complete the
trajectory association. The third kind contains both vision and
depth data. It adopts the LGM based on the appearance, motion,
and position features, however, without using the layering
theory. In other words, all of the pedestrian observations are
associated in a full-connected graph.

In the experiment, it is found that the depth cost is sufficient
to find the appropriate tracklets when the layer has no overlap
region in most data sets. When a layer contains several nodes
with similar depth values, the similarity probability cost in
Eq. (5) becomes a vital factor for distinguishing them. It is also
found that the orientation feature is more informative than the
velocity and motion features, especially when the pedestrians
swap their positions in tracking. Table II shows quantitative
comparisons. Figs. 8–10 represent the results of our approach.
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Fig. 8. Tracking examples in the SYNC data set. The first row shows observations in the depth domain. The red and blue lines denote the scanning range from the
D and RGB sensors, respectively. The second row shows the tracking result from the “NN” method. It is observed that losing object error is great in the rightmost
image. The third row shows the tracking result of the vision-based method [30], in which IDS and losing-object errors occurred. The fourth row shows the tracking
result of the K-partite graph method. False detection has been added in the trajectory as the fourth object. The fifth row shows the tracking result of the proposed
LGM method.

Parameter Setting: We empirically set K = 4 in the LGM,
which means that the LGM is a 4-partite graph, correspond-
ing to the successive four frames in the video sequence. We
normalize appearance, position, and motion affinity function
in Eq. (5) in order to make them comparable. The parameter
offset, ε

(m)
i , is used to control the area of each layer and

the overlap area between the layers. Although frame rates,
resolutions and densities are different in the aforementioned
data sets, we use the same parameter setting and ground truth
data, such that the performance improves relative to previous
methods for all of them. This indicates that our approach has
a low sensitivity over parameters. The DPM detector [41] we
used in the experiments is implemented in its generic, publicly
available, pre-trained versions, and is not specifically trained for
any data set sequence. Table II shows the comparison results of
the above methods on the five data sets.

SYNC Data Set: The SYNC data set is a video sequence
with 2147 frames. Long-term and serious occlusion issues are
frequent. Fig. 8 illustrates the tracking examples. Cars parking
along both sides of the road coincidently have similar colors
with the pedestrians and are very close to the pedestrians, which
poses great challenges to the track. In this sequence, frames
ranging from 150 to 600 have multiple occlusion scenarios. It

is found that the pedestrian detector outputs numerous false
detections. Many of the false detections have been added to
the trajectory by the vision-based methods in the first base-
line, and the MT item in Table I decreases. That is because
the recurring false and missing detections in dynamic traffic
backgrounds make the affinity probability of appearance and
motion unreliable, the false detections are not be excluded
in the image domain. In this case, although the depth-based
method “NN” excludes the false detection in the depth domain,
it is unable to distinguish the pedestrians walking closely,
due to lacking the appearance feature, therefore the IDS er-
ror increases. The depth factor, βi, provides the LGM with
another cue by incorporating the depth data. The large cost is
assigned to the pedestrian at the distant place in the LGM, so
it tends to be associated with the occluders in such a serious
occlusion issue. The proposed LGM approach divides the ob-
servations into different layers by the depth factor. The appear-
ance and motion features work within the neighboring layers.
The LGM has the lowest ML, Frag., and IDS errors, as shown
in Table II. In addition, the time utilized by the LGM is much
lower than the K-partite method, because the layered graph
limits the search space in neighboring layers, rather than in the
entire graph.
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Fig. 9. Tracking examples in the SDL-1 data set. The first row shows observations in the depth domain. The red and blue lines denote the scanning range from the
D and RGB sensors, respectively. The second row shows the tracking result of the “NN” method. There are several IDS and losing-object errors after occlusion.
The third row shows the tracking result of the vision-based method [29]. The fourth row shows the tracking result of the K-partite graph method. The fifth row
shows the tracking result of the proposed LGM method.

SDL 1-2 Data Sets: The SDL-1 and SDL-2 data sets [45]
are recorded on a straight road and a crossroad. The vision and
depth sensors are mounted at a height of 0.9 m to scan pedestri-
ans at waist level. as shown in Fig. 7. In addition to pedestrians
naturally walking on the road, another ten persons intentionally
cross in front of the platform, in order to cast complex occlusion
situations. Figs. 9 and 10 show the tracking results of the LGM.
In Table II, it is found that the items Recall and Prec. increase
compared with the results in the SYNC data set because the
increase of pedestrians poses more serious occlusions, espe-
cially full occlusions, in a head-up view. The methods based
on trajectory-analysis in the first baseline perform worse than
the LGM. The trajectory-level tracking models often lose the
objects during full occlusions, and swap the labels of pedestri-
ans after serious occlusions, which results in more Frag. and
IDS errors. At the same time, the item PL increases. However,
the depth data prevents the tracker adding false observations
without depth value into a complete trajectory. In the LGM, the
layer-level constraint guarantees that the observations search in
a consistent depth space. The depth span increases as well as
the edge cost. The observations without depth data are assigned
the maximum costs in the layered graph, which eliminated the
edges between them. The LGM method has the least Frag.

and no IDS errors in the SDL-1 data set, as well as less Frag.
and IDS errors on SDL-2 data set. Therefore, the depth data
provides another solid reference for the conventional 2D image,
and improves the accuracy of the RGB-based tracking model.

SDL-Campus Data Set: We test our approach on the SDL-
campus data set [45]. Compared with other data sets, the
pedestrians in that data set are far from the platform, so the
observation regions are smaller than those in the above data
sets. We compare our models with Zhang et al.’s [29] network
flow method and Milan et al.’s [34] detection- and trajectory-
level exclusion method. Table II shows that the proposed LGM
significantly improves the Recall and Prec. items. The samples
of the tracking result are shown in Fig. 11.

LIPD Data Set: The LIPD data set [46] was recorded
from the sensor acquisition system mounted on an instrument-
equipped Yamaha vehicle, driving in an urban environment.
It was equipped with an Ibeo laser scanner, and a monocular
Guppy camera. Due to the fact that the data set was obtained
around dusk, another challenge was marked light variation. The
data set contains 4823 frames. We test all three baselines of
methods using the frames containing multiple pedestrians. The
comparative results are shown in Table II, which suggests that
the LGM method is also consistent in poor light conditions.
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Fig. 10. Tracking examples in the SDL-2 data set. The first row shows observations the depth domain. The red and blue lines denote the scanning range from
the D and RGB sensors, respectively. The second row shows the tracking result of the “NN” method. The third row shows the tracking result of the vision-based
method [30]. The fourth row shows the tracking result of the K-partite graph method. The fifth row shows the tracking result of the proposed LGM method.

Fig. 11. Tracking examples in the SDL-Campus data set from the frame 1290 to 1413, which includes many pedestrians more than 25 meters away from the
moving platform, their observation regions are smaller than those in the above data sets. The results come from the proposed LGM method.

In this condition, the RGB-based appearance feature does not
make sense, because the appearances of targets have nearly
fused with the dark background. Our model utilized the motion
cue from the depth data to conduct the layer division, then
obtains the orientation and 3-D motion affinity in Eq. (5), which
promises that the orientation and motion affinity costs can be
obtained and targets could be tracked, when lacking of the
appearance feature. This further validates the robustness and
efficiency of our model. Sample tracking is shown in Fig. 12.

Real-Time Performance: The proposed LGM approach is
based on a layered graph, wherein the layer-level constraint
decreases much search space in tracking. It seems that the
feature extraction in the depth domain is time-consuming, how-
ever, the depth data provides a large advantage in decreasing
the computing complexity in the data association process. Our
experiments are performed on an Intel 3.4GHz PC with 4G
memory, and the codes are implemented in Matlab. Without
code optimization, our method achieves a rate of 40 fps for
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Fig. 12. Tracking examples in the LIPD data set. The results come from the proposed LGM model. The first row shows the tracking results in a zebra crossing
containing frequent full-occlusion issues, and second row presents the results in a poor light condition.

robust tracking more than 10 pedestrians in crowded traffic
scenarios, which is real-time performance.

Function of Depth Data: From the experimental results, the
methods that utilize depth data outperform, especially when
the pedestrians are under serious occlusion and in cluttered
backgrounds. Pedestrian appearance changes significantly after
rotation or deformation, making distinguishing difficult. The
pedestrian motion feature is not reliable after multiple serious
occlusions, which are the main reason of tracking failure for
conventional RGB-based multiple object tracking. However,
the depth feature remains distinguishable when the similarity
vanishes in the RGB domain. For example, the pedestrian is
partially occluded, the RGB-based detector sometimes locates
the pedestrian with the foreground and/or background by error.
This observation tends to be misconnected with the occluder or
discarded by the tracker. However, the depth data provides the
space information of the occluder and occludee.

VII. CONCLUSION

Multi-pedestrian tracking in traffic scenes is challenging due
to cluttered backgrounds and long-term serious occlusions.
Existing approaches that used RGB-D data in detection and
tracking fail to form a complete association model with the
depth data in traffic scenes. In this paper, we implemented an
RGB-D multi-pedestrian tracking method by integrating the
depth and vision data with a layer-level constraint, which was
formulated as a layered graph model and solved by a heuristic
searching algorithm. A 3-D occlusion handling strategy is
proposed to solve the serious occlusion problem in and out of
the layers with respect to the LGM. Extensive experiments on
five public data sets demonstrate that our method is effective
and accurate for multi-pedestrian tracking tasks in traffic scenes
and thus advances the state-of-the-art.

Although the proposed LGM method is accurate and ef-
ficient, the unstable detection responses probably introduce
false pedestrian observations. In the future, it may be effective
to use a detector which combines the RGB and depth data
together to improve the detection accuracy and thereby provide
an integrated multiple pedestrian detection and tracking system.
In addition, we will implement the LGM method in more
datasets considering different weather factors, especially in rain
and snow.
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